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Introduction
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Introduction to the problem

09/02/2024 Generating answers from semantically structured documents 3

▪ We want to develop a system that can answer to
the user’s questions on a structured set of
documents.

▪ Direct prompting to LLMs may suffer of
hallucinations. In some specific cases, the faithful
of an answer is crucial.

▪ LLMs are trained on large datasets that, for
obvious reasons, cannot include private
documents.



How data is semantically structured
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Knowledge graph

Table

Database

𝑲𝑮 = (𝑽, 𝑬), where:

• 𝑽 is the set of entities.

• 𝑬 ⊆ 𝑽 × 𝑹 × 𝑽.
• 𝑹 is the set of relations.



How data is semantically structured [cont.]
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• An ontology, is a data model that represents a
set of concepts within a domain and the
relationships between those concepts.

• Main components of an ontology:

▪ Individuals: things that can be named in the data.

▪ Classes: a collection of individuals.

▪ Properties: these form a connection between an 
individual and a value. 
E.g. Owner → is → Type of Owner (business or individual)

▪ Relationships: define how two individuals are 
related to each other. 
E.g. Team → hasCaptain→ Player



Text generation
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Documents
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▪ Pre-trained language models work well for
summarizing or answering questions about
set documents.

▪ Data is stored in a semantically structured
way for creating a knowledge base (KB).

▪ How do we capture the semantic
connections between the data? We take
inspiration from knowledge graphs.



Any-Shot Data-to-Text Generation
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Graph-Text Joint Representation Learning
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▪ Introduces a structure-aware semantic
aggregation module on top of vanilla self-
attention.

▪ Uses a mean pooling layer to obtain the
representation of each entity and relation
from the output of the vanilla self-attention
layer.

▪ Structure-aware self-attention layer:



Pre-training on knowledge graphs
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▪ Pre-training allows the model to acquire the
representation of the words within the
sentences.

▪ Also, it helps the models to converge faster on
the fine-tuning task.

▪ We will see some approaches to apply the pre-
training phase also on knowledge graphs.



Graph-Text Joint Representation Learning [cont.]
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▪ Two pre-training approaches that exploits the target text X:

• Graph Enhanced Text Reconstruction: recover the masked
text sequence based on the complete knowledge graph.

• Text Enhanced Graph Reconstruction: recover the masked
entities and relations in the linearized knowledge graph.



Self-supervised Graph Masking
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ℒ𝐺𝑀𝑃 = −

𝑖=1

𝑁

log 𝑝(𝑚𝑖|𝑥𝑖)

Table: The input-output format for graph masking strategies.

We want to minimise the negative log-likelihood of the masked part of the graph:



Quering the 
Knowledge Base
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Introducing Q&A with structured data
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▪ So far, we have seen how text can be generated
from semantically structured data.

▪ The next step is to combine user’s questions and
text generation to obtain an answer.

▪ The aim is to prompt a language model in such a
way that it can generate responses leveraging on
the information that is contained in the knowledge
base.



Q&A on knowledge graph: StructGPT
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▪ We encode the question q into an entity
𝒆𝒕 in such a way it can be connected to
the KG.

▪ Starting from 𝒆𝒕 , we perform the
invoking-linearization-generation
procedure two times using the two
interfaces in KG sequentially.

▪ First, we extract the candidate one-hop
relations then leverage the LLM to
select the useful relations {r}.

▪ Then, based on {r}, we collect the
relevant triples for the head entity 𝒆𝒕,
and relation in {r} and finally employ
the LLM to select the most relevant
triples.



Q&A on tabular data: StructGPT
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▪ First, we extract all column names of a table,
linearize them, and leverage LLMs to select the
relevant ones {c} according to the question.

▪ Then, we extract the contents of all relevant
columns, and select the useful row indices {j}
by LLMs.

▪ The selected columns and rows indexes are
used for creating a sub-table, from the
original one.

▪ Based on the linearized sub-table, the LLM
finally generates the answer to the question.



Q&A on (multi-)tabular data: MultiTabQA
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▪ Given a question Q and a set of N tables 𝑻𝒏 the
goal of the multi-table QA model is to perform
chains of operations over 𝑻𝒏, constrained by Q,
and generate a table 𝑻𝒐𝒖𝒕.

▪ This model always generate a table as output, thus
it does not generate text.



Q&A on (multi-)tabular data: MultiTabQA [cont.]
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▪ Pre-training phase follows a curriculum
learning approach:

1. Stage 1 is single table QA where the
model learns to generate tabular
answers from simple SQL queries.

2. Stage 2 is multi-table QA where the
model trained in Stage 1 is further
tuned for multi-table SQL QA.

▪ Final stage of training is fine-tuning the
pretrained model on natural language
questions.



Open problems
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Open problems
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▪ In the approaches we considered, entities constituting
a knowledge graph are represented by names.

▪ How could we properly represent documents as
entities?

▪ What is the best method for generating text from
structured data?

▪ Is there a way to adapt the pre-training phase used
for KG to document-based KG?



Open problem - documents

09/02/2024 Generating answers from semantically structured documents 21

▪ A short textual context can be represented as an embedding.

▪ Documents may contain several pages. How could we
represent them?

▪ Summarizing and then embedding?

▪ Are metadata useful for this scope?

▪ How much information is lost?

▪ Current methods linearize the entities and relations of a KG,
how could we do the same with documents?

▪ This problem has an impact both on the text generation and on
the pre-training phase.



Open problem – data disambiguation
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▪ The knowledge acquired by an LM is crucial for the
generation of the text, especially for the disambiguation
of the entities and relations.

▪ How much performance do we lose when working on
niche topics or with new terms? (zero-shot)

▪ An LM may need to be trained with a continual learning
technique, both to learn new terms and to remember
those previously learned.

▪ Multi-hop reasoning: how can the relationship between
far-away entities be captured efficiently?



Thank you for 
your attention!
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